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Day 4 Ch 3.2

HOW TO CALCULATE THE LEAST-SQUARES

REGRESSION LINE

9
always on the line
We have data on an explanatory variable x and a response variable y for n
individuals. From the data, calculate the means X and Y and the standard deviations
s, and s, of the two variables and their correlation r. The least-squares regression

line is the line ¥ = a + bx with slope

m = change of y
change of x

y = mx+
solve for y intercept
y-mx=bhb

and y intercept

P .

AP® EXAM TIP The formula sheet for the
AP® exam uses different notation for these
=rl o
equations Scand b0 =¥ = BiX_thats
because the least-squares line is written as
J = by + BiX, we prefer our simpler versions
without the subscripts!
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Using Feet to Predict Height w

Calculating the least-squares regression line

In the previous example, we used data from a random sample of 15 high school
students to investigate the relationship between foot length (in centimeters) EH57
height (in centimeters). The mean and standard deviation of the foot lengths are ¥ —|
24.76 cm and s, = 2.71 cm. The mean and standard deviation of the heights are )’
171.43 cm and S, = 10.69 cm. The correlation between foot length and height is r =
0.697.

PROBLEM: Find the equation of the least-squares regression line for predicting
height from foot length. Show your work.
SOLUTION: The least-squares regression line of height y on foot length x has slope
5 10,69
r—==0697——=275
5 2.71

The least-squares regression line has y intercept

a=§—bx=17143 — 2.75(24.76) = 103.34

So, the equation of the least-squares regression line is ¥ = 103.34 + 2.75x.

For Practice Try Exercise Iﬂ]!q

Does the age at which a child begins to talk predict a later score on a test of mental
ability? A study of the development of young children recorded the age in months at
which each of 21 children spoke their first word and their Gesell Adaptive Score, the
result of an aptitude test taken much later.® The data appear in the table below,
along with a scatterplot, residual plot, and computer output. Should we use a linear
model to predict a child's Gesell score from his or her age at first word? If so, how
accurate will our predictions be?

Age (months) at first word and Gesell score
CHILD  AGE SCORE CHILD  AGE SCORE CHILD  AGE SCORE
1 15 95 8 n 100 15 n 102
2 26 ul 9 8 104 16 10 100
3N 8 02 9 72 105
4 9 91 n 7 n3 18 42 57
5 15 102 12 9 9% 19 17 12
L] 20 87 13 10 83 20 il 86
718 9 o 84 2 10 100
:
TS R
i e
R = .
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HE S S A A A A A
A
Predictor Coef SE Coef T P
Constant 109.874 5.068 21.68 0.000
Age 1.1270 0.3102 3.63 0.002
S = 11.0229 R-Sg = 41.0% R-Sg(adj) = 37.9%
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STATE: Is a linear model appropriate for these data? If so, how well does the least-
squares regression line fit the data?

PLAN: To determine whether a linear model is appropriate, we will look at the
scatterplot and residual plot to see if the asseciation is linear or nonlinear. Then, if a
linear model is appropriate, we will use the standard deviation of the residuals and
2 to measure how well the least-squares line fits the data.

DO: The scatterplot shaws a moderately strong, negative linear association
between age at first word and Gesell score. There are a couple of outliers in the
scatterplot. Child 19 has a very high Gesell score for his or her age at first word.
Also, child 18 didn't speak his or her first word until much later than the other
children in the study and has a much lower Gesell score. The residual plot does not
have any obvious patterns, confirming what we saw in the scatterplot—a linear
model is appropriate for these data.

From the computer output, the equation of the least-squares regression line is ¥ =
109.874 - 1.1270x. The standard deviation of the residuals is s = 11.0229. This
means that our predictions will typically be off by 11.0229 points when we use the
linear model to predict Gesell scores from age at first word. Finally, 41% of the
variation in Gesell score is accounted for by the linear model relating Gesell score to
age at first word.

CONCLUDE: Although a linear model is appropriate for these data, our predictions
might not be very accurate. Our typical prediction error is about 11 points, and more.
than half of the variation in Gesell score is still unaccounted for. Furthermore, we
should be hesitant to use this model to make predictions until we understand the
effect of the two outliers on the regression results.
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How Faithful Is Old Faithful?

In the chapter-opening Case Study (page 141), the Stames family had just missed seeing Old
Faithful erupt. They wondered how long it would be until the next eruption. The scatterplot below
shows data on the duration (in minutes) and the interval of time until the next eruption (also in
minutes) for each Old Faithful eruption in the month before their vist.

Interval (minutes)

3
Duration (minutes)

1. Describe the nature of the relationship between interval and duration.
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: Interval versus Duration

Regression Analysi

Predictor Coef SE Coef T P
[Constant 33.347 1.201 27.76 0.000
jpuration 13.2854 0.3404 39.03 0.000
s = 6.49336 R-Sq = 85.4% R-Sq(adj) = 85.3%

2.1s a linear model appropriate? Justify your answer.

Residual

3. Give the equation of the least-squares regression line. Be sure to define
any variables you use.

4. Park rangers indicated that the eruption of Old Faithful that just finished
. lasted 3.9 minutes. How long do you predict the Starnes family will have to
wait for the next eruption? Show how you arrived at your answer.

5. The actual time that the Stames family has to wait is probably not
exactly equal to your prediction in Question 4. Based on the computer
output, about how far off do you expect the prediction to be? Explain.

3
Duration (minutes)
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1. The scatterplot shows a strong, positive linear association between
duration of the previous eruption and time for the next eruption.

There are 2 distinct clusters of points:
x = 2 minutes and the other x = 4.5 minutes

2. Because there is no obvious curved patterns in the residual plot, a linear
model is appropriate for this data.

3.y =33.347 + 13.2854x, where x = duration (mins) and y = interval (mins)
4.y =33.347 + 13.2854(3.9) = 85.16 minutes

5. Because s = 6.49336, predictions using a linear model relating y

=interval to x = duration will typically be off about 6.5 minutes between
eruption.
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3. Correlation and least-squares regression lines are ot resistant. You aready
know that the correlation  is not resistant. One unusual point

scatterplot can greatly change the value of . s the least-squares line
resistant? Not surprisinaly, the answer is no.

0 .
! Child 19

100

Gesell score

Child 15
w0 x
" W oD % % % 0 W 2 W
Age atfint word (months)  (b) Agr at irst word fionthia)

60 2T . chidais

30

Child 19 has a very large residual because this point lies far from the regression line.
However, Child 18 has a fairly small residual. That's because Child 1875 point is cose to
e line. How do these two outiiers affect the regression?

ts of removing each of these points on the correlation and
araph adds two more
leaving out Child 18 and the other after leaving out Child 19. You can see that

joving the point for Child 18 moves the line uite 2 bit.(In fact, the equation of the.
new least-squares line is ) = 105.630 - 0.779x.) Because of Child 18's extreme.
position on the age scale, this point has a strong infiuence on the position of the
regression line. However, removing Chid 19 has fite effect on the regression fine.

Figure 3.19 shows the resul
The

Child 19

With all 19 children:
0,64

05 - 1.193x
Without Child 18;

(Without

Gesel

119 05.630 - 0.779x

Child 18
0 2 3 4 50
Age at first word (months)

Sep 23-1:43 PM

When the correlation isntr = 1 or -1, the

predicted value of y is closer to its mean ¥ than the value of  is to its mean x. This is
called regression to the mean, because the values of y "regress” to their mean.

Sir Francis Galton
(1822-1911) locked at data
on the heights of children
versus the heights of their
parents. He found that taller-
than-average parents tended
to have children who were
taller than average but not
quite as tall as their parents.
Likewise, shorter-
than-average parents tended
to have children who were
shorter than average but not
quite as short as their
parents. Galton called this
fact “regression to the mean”
and used the symbol r
because of the correlation’s
important relationship to
regression.
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DEFINITION: Outliers and influential observations in regression
An outlier is an observation that lies outside the overall pattern of the other
observations. Points that are outliers in the y direction but not the x direction of a
scatterplot have large residuals. Other outliers may not have large residuals.
An observation is influential for a statistical calculation if removing it would markedly

change the result of the calculation. Points that are outliers in the x direction of a
scatterplot are often influential for the least-squares regression line.

The best way to verify that a point s influential is to find the regression line both with
and without the unusual point, as in Figure 3.19. If the line moves more than a small
amount when the point is deleted, the point is influential.

The least squares line is most likely to be
heavily influenced by observations that are
outliers in the x direction.
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